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Computing is resource-intensive and power-hungry

Per IEA, data centers use about 300
TWh electricity in 2022, or 1-2% of
the global electricity demand (0.2-
0.4% global energy demand).



Electricity = Carbon
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Electricity = Carbon + Water + Air & thermal pollution + …Electricity = Carbon



One footprint is “a complement to and not a substitute for” the other.

Carbon != Water

Kai Fang, Reinout Heijungs, Geert R. de Snoo, Theoretical exploration for the combination of the ecological,

energy, carbon, and water footprints: Overview of a footprint family, Ecological Indicators, Volume 36, 2014,



Water withdrawal vs. water consumption for electricity

Take water from a source
(e.g., groundwater)

Water “lost” (due to, e.g.,
evaporation) and not
returning to the source



Water withdrawal vs. water consumption for electricity

Take water from a source
(e.g., groundwater)

Water “lost” (due to, e.g.,
evaporation) and not
returning to the source

1 kWh = roughly 44-100 L water withdrawal (excluding hydropower)

1 kWh = 3.14 L water consumption

Based on U.S. average water efficiency for electricity generation provided by EIA and WRI.



Data centers are guzzling water!

Figure 2. Multiple AI models are trained and/or deployed in the data center. Data center water footprint 
consists of two parts: on-site water and off-site water consumption 
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• A large data center can consume
millions of gallons of potable water
each day for on-site cooling.

• Google’s data center used 355
million gallons of water in The
Dalles, OR, in 2021, 29% of the
city’s total water consumption

And this trend continues!

Data centers are guzzling water!



What about AI’s water usage (withdrawal)?

Based on the projected AI GPU energy consumption of up to 134 TWh (de Vries, 2023), US average water

withdrawal for electricity generation 44L/kWh, PUE=1.1, on-site water withdrawal 1L/kWh.

~6.6 billion cubic meters in 2027



What about AI’s water usage (consumption)?

Based on the projected AI GPU energy consumption of up to 134 TWh (de Vries, 2023), US average water

consumption for electricity generation 3.14 L/kWh, PUE=1.1, on-site water consumption 0.8L/kWh.

~0.6 billion cubic meters in 2027



ChatGPT is already “drinking” a lot of water

Estimates updated as of 09/2023 based on Microsoft’s regional WUE data.



ChatGPT is already “drinking” a lot of water

Estimates updated as of 09/2023 based on Microsoft’s regional WUE data.

ChatGPT needs about 500 ml of water for answering 
10-50 questions.



Water is a shared public good… 



“Every drop matters.” --- Meta

Water Positive by 2030!



Algorithmic challenges

“When” and “Where” matter a lot

• Outside weather condition
• Time-varying workloads

• Fuel mix for power generation
• Regional climate



“Follow the Sun” or “Unfollow the Sun”?

Water Efficient Carbon Efficient

Algorithmic challenges



Learning-augmented algorithms
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minimizing the total environmental cost

minimizing each region’s environmental cost

Environmental equity?
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Computing’s environmental inequity is emerging…

The uneven distribution of AI’s 
environmental cost is “historical 
practices of settler colonialism 
and racial capitalism”.

In 2022, the United Nations Educational,
Scientific and Cultural Organization (UNESCO)
recommends that “AI should not be used” if it
creates “disproportionate negative impacts on
the environment”.



Environmentally equitable geographical load balancing (eGLB)



Environmentally equitable geographical load balancing (eGLB)

Equitably re-distribute the environmental cost across different regions!



Computing is “thirsty”, just as we are!

ChatGPT needs 500 ml of water for answering 10-50 questions.

Estimates updated as of 09/2023 based on Microsoft’s regional WUE data.



The water footprint is coming to the public…
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